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ABSTRACT: cd1 nitrite reductase (NIR) is a key enzyme in
the denitrification process that reduces nitrite to nitric oxide
(NO). It contains a specialized d1-heme cofactor, found only in
this class of enzymes, where the substrate, nitrite, binds and is
converted to NO. For a long time, it was believed that NO
must be released from the ferric d1-heme to avoid enzyme
inhibition by the formation of ferrous-nitroso complex, which
was considered as a dead-end product. However, recently an
enhanced rate of NO dissociation from the ferrous form, not
observed in standard b-type hemes, has been reported and attributed to the unique d1-heme structure (Rinaldo, S.; Arcovito, A.;
Brunori, M.; Cutruzzol�a, F. J. Biol. Chem. 2007, 282, 14761-14767). Here, we report on a detailed study of the spatial and electronic
structure of the ferrous d1-heme NO complex from Pseudomonas aeruginosa cd1 NIR and two mutants Y10F and H369A/H327A in
solution, searching for the unique properties that are responsible for the relatively fast release. There are three residues at the “distal”
side of the heme (Tyr10, His327, andHis369), and in this work we focus on the identification and characterization of possible H-bonds
they can form with the NO, thereby affecting the stability of the complex. For this purpose, we have used high field pulse
electron-nuclear double resonance (ENDOR) combinedwith density functional theory (DFT) calculations. TheDFT calculations
were essential for assigning and interpreting the ENDOR spectra in terms of geometric structure.We have shown that the NO in the
nitrosyl d1-heme complex of cd1NIR formsH-bonds with Tyr10 andHis369, whereas the second conserved histidine, His327, appears
to be less involved in NOH-bonding. This is in contrast to the crystal structure that shows that Tyr10 is removed from the NO. We
have also observed a larger solvent accessibility to the distal pocket in the mutants as compared to the wild-type. Moreover, it was
shown that the H-bonding network within the active site is dynamic and that a change in the protonation state of one of the residues
does affect the strength and position of the H-bonds formed by the others. In the Y10F mutant, His369 is closer to the NO, whereas
mutation of both distal histidines displaces Tyr10, removing its H-bond. The implications of the H-bonding network found in terms
of the complex stability and catalysis are discussed.

’ INTRODUCTION

The denitrifying enzyme cd1 nitrite reductase (cd1 NIR) cata-
lyzes the reduction of nitrite (NO2

-) to nitric oxide (NO) as a
part of the denitrification process.1,2 The cd1 NIR purified from
the periplasm of the denitrifying bacteria Pseudomonas aeruginosa
(P. aeruginosa) is a homodimer, each monomer of the enzyme
contains one c-heme and one unique d1-heme.3-5 The c-heme
accepts electrons from external electron donors6 and transfers
them to the d1-heme, where nitrite binds and is converted to
NO.3,6,7 In the past, the d1 Fe(II)-NO bound state of cd1 NIR
has been considered as a “dead end” product, and therefore it was
believed that the NO release must take place from the Fe(III)-
NO state.8,9 However, a recent kinetic study10 on P. aeruginosa
cd1 NIR has shown, unexpectedly, that NO can be rather rapidly
released from the fully reduced d1-heme despite its high affinity
(Kd ≈ 107 M) for the heme Fe(II). The NO dissociation rate of

P. aeruginosa cd1 NIR is ∼70 s-1, which is 100-fold faster than
that measured for any other heme in the ferrous state.10 These
new findings reveal the uniqueness of the behavior of cd1 NIR
among other hemeproteins.11-13 On the basis of these studies, it
was proposed that the unique d1-heme structure might be a
prerequisite for the faster rate of NO dissociation from the
ferrous form, a property that cannot be achieved with a standard
b-type heme.14 The catalytic activity of P. aeruginosa cd1 NIR
therefore depends on the unique chemical structure of the
d1-heme. An important role is also played by the two con-
served histidines (His327 and His369), located in the active
site pocket.10,15,16 Interestingly, a relatively fast NO dissociation
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rate has been observed also for the H369A mutant (where His369
is replaced by alanine).10

The three-dimensional (3D) crystal structures of P. aeruginosa
cd1 NIR of the wild-type (WT) in the oxidized (pdb 1nir),15

reduced, and reduced-NO bound (pdb 1nno)7 states have
been determined. A distinctive feature of P. aeruginosa cd1 NIR
enzyme is the so-called “domain swapping” of its N-terminal tail
that brings tyrosine (Tyr10) of one monomer close to the
d1-heme site of the other monomer. Tyr10 is hydrogen bonded
to the hydroxide axial ligand of the oxidized d1-heme. The
reduced and NO-bound WT P. aeruginosa cd1 NIR structures
were obtained by soaking the crystals of the oxidized protein with
sodium ascorbate and potassium nitrite.7 Reduction of the WT
P. aeruginosa cd1 NIRwas found to lead to conformational changes7

involving tightening of the 56-62 loop in the c-heme domain
and rotation of the Tyr10 side chain resulting in a 4.2 Å shift of the
tyrosine OH group. This movement opens the active site pocket,
giving access to the substrate. In the Fe(II) NO-bound state, the
Fe-N-O angle was found to be 135�, and the two conserved
histidines were found within hydrogen-bond distance to the
oxygen of NO (3.4 Å to His327 and 2.6 Å to His369). Tyr10 is
shifted away, with a distance of 4.9 and 4.1 Å between its O(OH)
and the nitrogen and oxygen of the NO, respectively.

The location of His327, His369, and Tyr10 in the d1-heme
pocket and the formation of H-bonds between these residues and
the substrate (NO2

-) and the product (NO) are strategic factors
in catalysis. The H327A and H369A mutants of P. aeruginosa cd1
NIR showed a 100-fold decrease in the nitrite reductase activity as
compared to theWT.16 It was also found that the contribution of
the two histidines is not equivalent; the H369A mutant showed a
more significant decrease in the affinity for nitrite. On the other
hand, no effect on the nitrite reductase activity was reported for
the Y10F mutant.17 The nitrosyl complexes of the H327A (pdb
1hzu) and H369A (pdb 1hzv) mutants16,18 showed significant
differences with respect to the nitrosyl complexes of theWT. The
N-terminal region of the H327A and H369A mutants is dis-
ordered, and therefore it is difficult ascertain whether Tyr10 is
located in the vicinity of the d1-heme distal pocket; the d1-heme
of bothmutants is remarkably more accessible to the solvent than
theWT enzyme.17 In theH369A-NOcomplex, the position and
orientation of the NO is significantly different from that of the
NO bound to the reduced WT structure. Moreover, in this
mutant, NO is within H-bonding distance to a water molecule,
which replaces His369 (2.7 Å). These studies demonstrate the
structural flexibility of the active site of the cd1 NIR

17 and raise
the questions of whether the structural changes observed in the
crystal take places also in solution and whether they are relevant
for the activity of the enzyme.

To date, a direct observation and characterization of the
proposed hydrogen bonds in the distal active site pocket of the
nitrosyl d1-heme in solution have not been reported. These may
play a role in the stabilization/destabilization of the NO bound
state. Here, we present a detailed study of the distal heme pocket
of the nitrosyl d1-heme complex focusing on the hydrogen
bonding to the NO. Specifically, we have investigated the nitrosyl
complexes of WT, Y10F, and dHis (a double mutant H327A/
H369A, where both His327 and His369 were replaced by alanines)
by a combination of high field electron-nuclear double reso-
nance (ENDOR) techniques (W-band, 95 GHz) and density
function theory (DFT) calculations. ENDOR spectra yield the
hyperfine interactions of the unpaired electron with magnetic
nuclei in its close vicinity, and their analysis gives structural

information. Relating the hyperfine couplings to structural para-
meters is often nontrivial and requires quantum chemical
calculations.19-21 Here, DFT calculations were required for both
signal assignment and interpretation of the spin Hamiltonian
parameters in terms of structure because of the overlapping
ENDOR signals of several H-bonds. We have recently demon-
strated the effectiveness of this approach in the investigation of
the H-bond characteristics of the nitrosyl complex of myoglobin
(Mb-NO),22 which serves as an excellent reference for the
present work.

The well resolved g-anisotropy of the nitrosyl d1-heme complex
at W-band (95 GHz, 3.5 T) allows one to perform orientation
selective measurements essential for unique determination of
the hyperfine and quadrupole interactions of the 1H/2H nuclei
participating inH-bonding. DFT calculations were carried out on
a number of optimized structures varying in the protonation
states of the two histidines, which are not provided by the X-ray
measurements, and the relevant EPR parameters were calcu-
lated for each structure. These were compared to the experi-
mental results, and the degree of the agreement between the
experiments and calculations was used as the basis for the assign-
ment of the experimentally detectedH-bonds. This also provided
insight into conformational changes that may be induced by
protonation/deprotonation of the histidines. Two H-bonds to
the NO were found in WT and assigned to Tyr10 and His369.
Protonation of Nε of His369 holds Tyr10 in place for forming an
H-bond with the NO, and its deprotonation leads to an H-bond
of Tyr10 with the N

ε removing the H-bond with the NO. In the
Y10F mutant, His369 is closer to the NO and its hydrogen bond
shorter, whereas mutation of both distal histidines displaces
Tyr10, removing its H-bond with the NO. Finally, a larger solvent
accessibility into the distal pocket of the mutants as compared to
WT was found.

’EXPERIMENTAL SECTION

Mutagenesis and Protein Purification. WT Pseudomonas
aeruginosa cd1 NIR was purified as described elsewhere.23 Mutagenesis,
expression in Pseudomonas putida, and purification of the Y10F and dHis
were performed as described earlier.17,24,25 Because the Pseudomonas
putida expression system could not produce the protein that contains the
d1-heme, but only the c-heme, this semiapo-NIR was reconstituted in
vitro with the d1-heme extracted from WT P. aeruginosa cd1 NIR as
detailed elsewhere.22

Sample Preparation. Nitrosyl d1-heme complexes of WT and
Y10F were obtained under anaerobic conditions in 50 mM bis-Tris
buffer, pH 7.0. The enzyme was reduced with an excess (∼200-fold) of
sodium ascorbate, and after 1 h of incubation,∼50-fold of sodium nitrite
was added to the enzyme. The final protein concentrations varied bet-
ween 0.25 and 0.5 mM. In case of the dHis-NO complex preparation, a
nitric oxide solution was added instead of the nitrite solution,26,27

keeping the same relative amount of ascorbate. Reduction and NO
binding were monitored via UV-vis.26 For a good glass formation upon
freezing, glycerol was added (20-30% of the final volume). After the
components were mixed, quartz capillaries were rapidly filled, and the
solution was frozen by immersing the samples into liquid nitrogen.

For the deuterium exchange experiments, D2O (D, 99.9%) and
glycerol-(OD)3 (D, 98%), both from Cambridge Isotope Laboratories,
Inc., were used. All solutions were prepared under anaerobic conditions
using a mixture of 50 mM bis-Tris (pH 7.0) in D2O and 20-30% of
glycerol. The stock solutions of sodium ascorbate and sodium nitrite
were prepared, using the mixture of the buffer (D2O) with deuterated
glycerol, and degassed. The initial protein solution was diluted 10-fold
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by the mixture of the deuterated buffer and glycerol, and then concen-
trated. Sodium ascorbate (∼60 mM) was added to the concentrated
D2O exchanged protein and incubated for 1 h. Next, sodium nitrite/
nitric oxide (for dHis-NO) (∼15 mM) was added to give the
final concentration of cd1 NIR ≈ 0.25-0.4 mM. The W-band EPR
samples were prepared in a glovebox, where quartz capillaries were
anaerobic filled with the NO-complex and immediately frozen in liquid
nitrogen.
Spectroscopic Measurements. Pulse EPR and ENDOR mea-

surements were carried out on a home-built W-band spectrometer
operating at 94.9 GHz described elsewhere.28 The main advantages of
using high field are the enhancement of both the absolute sensitivity and
the resolution. The increased sensitivity permits measurements of
relatively small samples (2-3 μL). The high resolution is essential for
an accurate determination of the principal g values and it also allows one
to perform orientation selective ENDOR experiments. Furthermore, the
appreciably larger Zeeman interaction allows one to separate nuclei,
which have close gyromagnetic ratios (γ), and to facilitate the detection
of low γ nuclei such as 2H. In addition, the overlap of signals from
strongly coupled 14N and weakly coupled 1H, which is notorious at
X-band, is not encountered at W-band.

Echo detected (ED) EPR spectra were recorded using the two-pulse
echo sequence, π/2-τ-π-τ-echo; the microwave (mw) pulse
lengths were tπ/2 = 12.5 ns and tπ = 25 ns, and the interpulse time τ
was 350 ns. The magnetic field was calibrated using the 1H Larmor
frequency obtained from the ENDOR spectra. ENDOR spectroscopy is
an alternative way to determine the NMR frequencies. It involves the
application of both mw and radio frequency (RF) pulses. The standard
experiments for measuring the ENDOR frequencies are the Mims29 and
Davies30 sequences. The ENDOR spectrum is recorded by scanning the
RF frequency, while monitoring the echo intensity of a stimulated
(Mims) or a two-pulse echo (Davies). The 1H ENDOR spectra were
measured using the Davies ENDOR pulse sequence, π-Τ-π/
2-τ-π-τ-echo, with RF π pulse applied during the time interval
T. Here, tπ/2 = 100 ns, tπ = 200 ns, τ = 500 ns, and tRF = 25 μs were used.
The 2H ENDOR spectra were measured using the Mims ENDOR
sequence π/2-τ-π/2-Τ-π/2-τ-echo, with an RF pulse applied
during the time interval T. The experimental conditions for Mims
ENDOR were tπ/2 = 12.5 ns, τ = 350 ns (typical τ value that places the
blind spots well outside the spectral range), and tRF = 45 μs. All ENDOR
spectra were recorded using the random acquisition mode,31 with one
shot for each point, and the total number of scans was 300-12000
depending on the S/N. The repetition time was 1 ms to which about 12
ms should be added that account for experimental parameters update
and data transfer. All EPR measurements were carried out at 8 K.

Spectral simulations were performed to derive the spectroscopic
parameters (g tensor, hyperfine tensor, nuclear quadrupole tensor, etc.).
The echo detected (ED) EPR spectrum was simulated using Easy-
Spin.32,33 The 1H Davies and 2H Mims ENDOR were simulated using
the Simbud34 software, taking into account the effect of the blind spots.
Computational Details. Starting geometries for the cd1 NIR

active site model were created using the crystal structure of both the
oxidized form (pdb 1nir15) and the reduced NO-bound form (pdb
1nno7). Although the resolution of 1nno is rather low (>2.65 Å), we
considered this structure because of the changes observed in the
organization of the amino acid residues in the distal side of the d1-heme
pocket, which may play an important role in the substrate attraction and
release. The models comprise the d1-heme, the NO group, the proximal
histidine, and the side chain residues, His327, His369, and Tyr10, each of
which can form direct hydrogen bonds to the NO molecule. All side-
chain residues were truncated at theR-carbon. For each of these starting
structures, nine cluster models, varying in the protonation states of the
two nitrogens of the two distal histidines His327 and His369, starting
geometries were generated and optimized. The aimwas to determine the

effect of the protonation states of these histidines on the structure and
the EPR parameters.

Constraints were imposed on the initial structures to mimic the steric
influence of the protein backbone. Because the protein backbone is not
included in the cluster models, the side chains can drastically change
their initial positions moving into free space, which is filled with protein
chains in a real enzyme. To avoid such unrealistic rearrangements, side
chains of interest were chosen and assigned to fragments. The fragments
can then be connected with each other. The positions of all atoms within
the fragments are fully optimized by the program, while the shortest
distance between connected fragments, bond angles, and dihedrals
angles, which contain this distance, were frozen (as in the crystal
structure) to keep the fragments together and retain their orientation.
Such calculations are referred to as “frozen”. This preliminary set of
calculations using the 1nir as the initial structure showed that His327 does
not form H-bonds with the NO and practically does not affect the EPR
parameters (Figures S1 and S2, Supporting Information). Therefore, we
further concentrated on three representative structures A, B, and C with
different protonation states of His369 (Tables S1-S3, Supporting
Information). We also carried out calculations on these three initial
models with more relaxed constrains, where only the side-chains
R-carbon were frozen, to ensure that a large enough range of structures
are tested. These are referred to as relaxed structures. In additon, nine
models were constructed starting from the 1nno crystal structure.
In these structure optimizations we fixed only the position of the
R-carbons.

The calculations were performed with the ORCA electronic structure
package version 2.735 using various levels of DFT.36 The models of the
enzyme active site were optimized applying the BP86 functional37

together with the resolution-of-the-identity (RI) approximation proce-
dure within the Split-RI-J variant38 for the Coulomb term.39 The
geometry optimizations were carried out using the triple-ζ quality
TZVP basis set40 applied for all atoms. An auxiliary basis set TZV/J41

was employed for the RI approximation.
For calculation of the EPR parameters, a flexible basis set was used for

iron (CP(PPP)35), nitrogen and oxygen atoms were treated with EPR-II
basis set,42 carbons and hydrogens with SV(P).43 To get reliable results
from DFT calculations, the size of the integration grid was increased for
the iron atom.44 Fermi contact terms and spin-dipole contributions to
the hyperfine coupling tensor were calculated as expectation values over
the B3LYP ground-state spin density in the preliminary set of calcula-
tions of the nine frozen structures of the oxidized form (1nir) (Figure S1,
Supporting Information). For the A, B, and C frozen (Figure S1,
Supporting Information) and relaxed structures (Figure S7, Supporting
Information) of 1nir and relaxed structures of the reduced NO-bound
form (1nno) (Figure S10, Supporting Information), PBE has been
used.45,46 The PBE functional was chosen because it has shown the best
agreement with the experiment in the recent extensive investigation of
Mb-NO.22 Second-order contributions to the hyperfine couplings that
arise from spin-orbit coupling (SOC) as well as g-tensors were obtained
using coupled perturbed Kohn-Sham theory.47,48 The spin-orbit cou-
pling (SOC) operator was treated by spin-orbit mean-field (SOMF)
approximation to the Breit-Pauli operator.49

Nuclear quadruple coupling constants, e2qQ/h, were calculated from
the electric field gradients Vii according to the equation e2qQ/h =
const*Vii*Q, where Q is the nuclear quadrupole moment (Q(14N) =
0.019 barn).50 The factor const = 234.96 converts e2qQ/h from atomic to
MHz units. The deviation of the nuclear quadrupole tensor from axial
symmetry is given by the asymmetry parameter η = (Vxx- Vyy)/Vzz in a
coordinate system where |Vzz| > |Vyy| > |Vxx|.

To consider the long-range electrostatic effects, self-consistent reac-
tion field (SCRF) computations for each model were conducted using
the COSMO model.51 The dielectric constant of chloroform (4.9) was
used in the calculation, which is roughly representative of typical values
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used for protein environments.52 All other COSMO parameters were
default values. Moreover, to assess explicitly the hyperfine couplings for
solvent’s protons, each model was supplemented with three water mole-
cules, whose positions were fully optimized. The hyperfine couplings of
solvent’s protons were then calculated under the same level of theory.

For the purpose of analysis, the unrestricted Kohn-Sham orbitals
were transformed into the quasi-restricted orbitals53 (QROs), which
were then localized according to the Pipek-Mezey localization
procedure.54 Orbitals, densities, and structures were visualized with
the Chimera program.55

’EXPERIMENTAL RESULTS

Echo-Detected EPR. The nitrosyl-heme complexes of the
cd1 NIR enzymes studied in this work were prepared under
conditions where only the d1-heme-NO complex is formed.27

The echo-detected (ED) EPR spectrum of a frozen solution of
d1-heme-NO complex of WT cd1 NIR of P. aeruginosa (WT-
NO) at pH 7.0 and its simulation are shown in Figure 1a. The
simulation of the spectrum revealed the presence of two para-
magnetic species; a major species (∼90%) with a rhombic g-
factor [gmin, gmid, gmax] = [1.960 2.004 2.062] and a minor
contribution (∼10%) of another rhombic conformation with
[g1, g2, g3] = [2.076, 2.025, 1.953]. The symmetry of the minor
species is however ambiguous. We chose the symmetry which
gives a best fit to the experimental data while noticing a
possibility of the contribution of more than one minor species,
that is, an axial and a rhombic one. A close look shows that the
agreement between the simulated and the experimental spectra is
not perfect at the high field edges of the spectrum, indicating the
presence of a very small amount of a third species that we have
ignored. The g-values of the major species are in good agreement
with earlier reports in the literature where gmid is referred to as gzz,
gmax as gxx, and gmin as gyy.

56-60 Different preparations, however,
may differ in the relative amounts of the minor species, which
nonetheless is always low. In our earlier report,61 the nitrosyl
complexes were prepared in a phosphate buffer at pH 8.0, and the
spectra have shown a lower amount of the minor species for both
WT-NO and the nitrosyl complex of the Y10F mutant
(Y10F-NO) as compared to the preparation in this work. The
spectra of Y10F-NO and dHis mutants (dHis-NO) were
similar to that of the WT-NO, as compared in Figure 1b, and
may contain different amounts of the minor species (particularly
dHis-NO). The simulation of the Y10F-NO spectrum, shown
in Figure 1c, gave a major rhombic species (∼85%) with [gmin,
gmid, gmax] = [1.970, 2.003, 2.062] noting a small difference in
gmin. Similar toWT-NO, a minor species with rhombic g, [g1, g2,
g3] = [2.090, 2.029, 1.955] was observed.

1H Davies and 2H Mims ENDOR. To identify the protons
forming hydrogen bonds with the NO group and to determine
their hyperfine and quadrupole (for 2H nuclei) couplings, we
have performed a set of orientation selective 1H Davies and 2H
Mims measurements at seven magnetic field positions within the
EPR spectrum. The chosen field positions correspond to the
principal g-values of the rhombic species and to some points in
between. Because the rhombic species comprises 90% of the
sample, in the following we have neglected any possible con-
tributions of the minor species to the ENDOR spectra. The
signals of H-bonded protons are identified by comparing the 1H
ENDOR spectra of samples prepared in H2O with the 2H signals
of a sample prepared in D2O as shown in Figure 2. The scale
of the 2H spectra was multiplied by γ(1H)/γ(2H) = 6.5 for easy

comparison with the 1H spectra. This comparison clearly shows
signals of exchangeable protons with a maximum hyperfine
splitting of ∼8 MHz appearing at g = 2.002 (marked with
arrows). The difference in the outer edges of the spectra between
the 1H and 2H spectra is attributed to the 2H nuclear quadrupole
interaction that effectively broadens the lines and occasionally
quadrupolar splitting can be resolved. In principle, the differ-
ences could also arise from the blind spots in the Mims ENDOR
spectra, but for the τ value of 0.350 μs used, the blind spots are
well removed from the maximum splitting observed for 2H (A <
1.5 MHz). The largest detected splitting, ∼8 MHz, is similar to
that observed recently for the H-bond between the distal
histidine and the nitrogen of the NO in Mb-NO.22 This
suggests a similar H-N(O) distance, provided that the spin
density distribution is similar.
A similar set of ENDOR measurements was carried out on

Y10F-NO. In Figure 3, we compare 1HDavies ENDOR spectra
of WT-NO with those of Y10F-NO. We observe differences
(marked by arrows) that are most significant at field positions
corresponding to g = 2.002 and g = 2.050. The disappearance of

Figure 1. (a) Comparison of W-band ED EPR (8 K) spectra of
WT-NO, Y10F-NO, and dHis-NO. Simulations (magenta) of the
spectra of WT-NO (b) and Y10F-NO (c) as compared to the
experimental spectra (black). The spectra of the major species (solid
gray) andminor species (dashed gray) are shown as well. The simulation
parameters are given in the text.
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the feature at (2.5 MHz (hyperfine coupling, A = 5 MHz,
marked with arrows at g = 2.050) upon replacing Tyr10 with Phe
provides a tentative assignment of these signals to theOHproton
of Tyr10 that formsH-bond with theNO group. This comparison
also reveals the appearance of new signals at (1.5 MHz in the
Y10F-NO spectrum at g = 2.050 (marked with asterisk). These
are tentatively assigned to the protons of one of the histidines,
which were shifted due to the mutation. This assignment,
however, does not agree with the crystal structure of WT-NO7

where Tyr10 is situated at a distance too far to form an H-bond
with the NO. An alternative assignment is that the 5 MHz
doublet at the g = 2.050 spectrum of WT-NO is due to a histi-
dine proton and the change in coupling represents the response
of the histidine to the removal of the Tyr10. These two
alternatives were resolved using DFT calculations (see below).
To further highlight the differences between the WT-NO

and the two mutants Y10F-NO and dHis-NO, we compared
their 2H Mims ENDOR spectra as well (see Figure 4). When

ENDOR spectra are compared, one has to pay a special attention
to how the spectra were normalized, especially when the
differences are associated with intensity changes, as opposed to
line shifts. The simplest way is to normalize to the most intense
signal, which often is the signal of distant protons at the nuclear
Larmor frequency, particularly in Mims ENDOR. This approach
is problematic, if there are changes in this region. Another way,
the seeminglymost proper one, is to present the spectra using the
ENDOR effect (ε) given by:

ε ¼½IðRFof f Þ-IðRFonÞ�=IðRFof f Þ
where I(RFon) and I(RFoff) are the echo intensity with RF on and
RF off resonance, respectively. Here, the problem is that ε
depends on experimental conditions such as probe tuning and
sample position and therefore requires special care in the adjust-
ment of the experimental conditions. Therefore, only large
changes that are consistent with other observations can be consi-
dered as reliable, unless some internal standard is used. The
spectra in Figure 4 were normalized according to the ENDOR
effect. The EPR signal intensity of dHis-NO was significantly
lower than in the other two (see Figure 1b), and therefore we
could not acquire a complete series of orientation selective
ENDOR spectra for this sample. The comparison shown in
Figure 4 suggests that the signals marked with arrows (g = 2.002)
and corresponding to A(2H) = 0.5 MHz (∼3.3 MHz for 1H)
belong to the H-bonded OH proton of Tyr10, according to the
first assignment alternative, or one of the histidines, according to
the second alternative. In Y10F-NO, the splitting of this doublet
is somewhat smaller, and its intensity is weaker. It is assigned to
an exchangeable proton of one of the histidines because it is
absent in the spectrum of dHis-NO. The spectra of the mutants
also show a significantly larger intensity at the Larmor frequency
particularly at g = 2.024. This suggests that in the mutants there
are more distant exchangeable protons, probably solvent mole-
cules. The total width of the dHis spectrum is only slightly
smaller than the other two, suggesting that there may be a water
molecule in H-bond distance to the NO.
Through the ENDOR spectra of WT-NO and the mutants

we identified two H-bonds to the NO group with substantial
hyperfine coupling, but unlike Mb-NO,22 where the orientation
selective 2H spectra were well resolved and showed a clear line
shape evolution that could be well reproduced by simulation,
here the 2H spectra do not show well-resolved distinct spectral

Figure 2. Comparison of orientation selective 1H Davies ENDOR
spectra of WT-NO in H2O (black) with 2H Mims ENDOR spectra
of WT-NO in D2O (magenta) at the indicated g values. The frequency
scale of the 2H spectra was multiplied by γ(1H)/γ(2H) = 6.5. Arrows
mark the large splitting of ∼8 MHz.

Figure 3. Comparison of orientation selective 1H Davies ENDOR
spectra of WT-NO (magenta) with that of Y10F-NO (black) at the
indicated g values. Signals marked with arrows are tentatively assigned as
H-bonded proton of Tyr10, while those marked with asterisk are
assigned as H-bonded proton of a histidine. Here, the spectra were
normalized to the strongest signal.

Figure 4. Comparison of the orientation selective 2H Mims ENDOR
spectra ofWT-NO (magenta) with Y10F-NO (black) and dHis-NO
(blue) at the indicated g values. Signals marked with arrows are assigned
to H-bonded proton of Tyr10 (first alternative). Here, the spectra are
normalized according to the ENDOR effect, and the g = 2.002 spectra
are shifted down by 0.01.
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features throughout the series due to the presence of the two
H-bonds (or even more). Consequently, we did not attempt to
simulate these spectra, which would require a large number of
parameters (6 for each proton), but rather turned to DFT
predictions to aid the spectral analysis. In our earlier study on
Mb-NO,22 DFT calculations predicted well the experimental
results and were foundmost helpful in spectral interpretation and
assignment.

’THEORETICAL RESULTS

Geometric Structure. In the DFT calculations, the initial
structural models were based on two crystal structures, one of
the oxidized cd1 NIR from P. aeruginosa (pdb 1nir,15 resolution
2.15 Å), replacing the OH ligand with NO, and the second one is
the reduced NO-bound form (pdb 1nno,7 resolution 2.65 Å).
The major difference between the two structures that is relevant
to this study is the location of Tyr10, which is located away from
the NO in 1nno, whereas in 1nir it is at a H-bond distance to the
OH ligand of the d1-heme. For each structure, nine models with
different protonation states of the nitrogens of His327 and His369
were constructed (see Figure S1, Supporting Information),
the geometries were optimized and EPR parameters were
calculated. Some of the EPR parameters obtained with the
B3LYP functional are summarized in Figure S2 (Supporting
Information).
The preliminary calculations based on the 1nir structures

showed that the protonation state of His327 does not significantly
influence the 14N hyperfine couplings of the NO and the coordi-
nated nitrogen of the proximal His182. Also, the

1H hyperfine
couplings of theOH of Tyr10 and of His369 are not affected by the
protonation state of His327 (Figure S2, Supporting Information).
Furthermore, the 1H and 14N nuclei of His327 exhibit small
hyperfine couplings. Therefore, we proceeded with the calcula-
tions focusing only on three models, hereafter referred to as
models A, B, and C (they are shown in Figure 5 and correspond
to models 1, 2, and 8 of the initial series of models) where three
water molecules were added. The final set of calculations was
done with the PBE functional because in our previous extensive
study on Mb-NO we found that this is the most appropriate

choice for calculating the EPR parameters of Fe(II) nitrosyl
systems.22 All calculated EPR parameters for these three models
are given in Tables S1-S3, and some are compared in Figure S2,
Supporting Information.We first present the results of the frozen
structures (see Experimental Section).
In general, the predicted geometrical parameters (bond

lengths, bond angles, and dihedral angles) are in good agreement
with the X-ray derived geometry of the P. aeruginosa WT-NO
complex (1nno)7 (see Table 1). A slight underestimation of the
Fe-N(NO) (1.746 vs 1.803 Å) and an overestimation of the
Fe-N(His182) (2.100 vs 2.039 Å) distances were found. The
Fe-N-O angle is also in good agreement with experiment (see
Table 1). A major difference between the calculated and experi-
mental structures concerns the distance of Tyr10 from theNO. In
the 1nno crystal structure, OTyr10 is 4.9 Å away from the N(NO),
whereas in our 1nir-based models, particularly A and C, OTyr10 is
closer to the NO. To make sure that this discrepancy is not an
outcome of the fragment constraints applied, an additional set of
calculations was carried out, where constraints were relaxed, and
only the positions of the R-carbons of the amino acids were
frozen in the geometry optimization. Also in this set the Tyr10
remains close to the NO ligand. This is reflected in the calculated
1H-O(Tyr10) hyperfine coupling that will be discussed later. In
the following, unless otherwise stated, models A, B, and C refer to
the frozen structures.
In model B, His369 is only protonated at N

δ, and this leads to
conformational changes in the distal pocket (Figure 5). The
hydroxyl group of Tyr10 forms an H-bond with the Nε of His369;
consequently, the distance between the Tyr10 OH and the NO
increases significantly. When the Nε of His369 is protonated, the
OH of Tyr10 is no longer H-bonded to His369 and is available to
form an H-bond with the nitrogen of the NO.
Electronic Structure and Bonding. The electronic structure

of the low-spin {FeNO}7 complexes has been a subject of inten-
sive theoretical and experimental studies.62,63 The three iron-
based t2g orbitals are doubly occupied. One of them has a non-
bonding character and consists of the almost pure iron dxy atomic
orbital. The two remaining t2g orbitals are dominated by the iron
dxz and dyz and NO-π* contributions.

Figure 5. Calculated geometric parameters of the three selected frozen models (Å and deg).
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The unpaired electron (see Figure 6) is situated in a strongly
Fe-NO antibonding orbital with iron-3d and NO-π* character.
The composition of this orbital dominates the spin density
contribution (and hence the EPR parameters) and, as discussed
at length previously, is particularly sensitive to the theoretical
method used. In this specific case, pure functional, such as PBE,
is preferred over hybrid functionals.64 According to the PBE
results, the SOMO consists of mostly dz2/dxz iron contributions
(65%) with a major admixture of the NO-π*-based orbital
(33%) (Figure 6), similar to what was found for the Mb-NO
complex.22

Lehnert and co-workers65,66 have recently proposed that in six
coordinated low-spin {FeNO}7 complexes the unpaired electron
is mostly localized on the NO ligand (80%). The large spin
population on the NO ligand was explained as a consequence of
the sixth ligand coordination. Our d1-heme-NO structures are
similar to the model systems discussed by Lehnert and co-
workers,66 and therefore the differences in spin populations
may be caused by the applied density functional together with
steric, electronic, and hydrogen-bonding effects. Taken together,
this gives a complicated picture, which is reflected in bonding
energies and finally also in observed g-values and hyperfine
couplings.
The binding energies of the NO group were studied theore-

tically by different groups,64,67,68 and the results show that pure
GGA functionals tend to overestimate the binding energy while
hybrid functionals underestimate it. The value of 15 kcal/mol
calculated here with the PBE functional for model C is in good

agreement with previous theoretical studies,68 but still signifi-
cantly smaller than the experimental value of 20 kcal/mol.69 The
calculated binding energy correlates with the number of the
H-bonds in the system (see Table 2). Model B has only one
H-bond with a water molecule and hence has the lowest binding
energy, whereas model C has three hydrogen bonds with
distances shorter than those of model A and consequently shows
an increase in the binding energy. The physical origin of this
effect is thatH-bonds stabilize theNO-π* based orbital, shifting it
closer to the iron 3d-orbitals, and thus enhancing the back-
bonding effect. Consistent with this notion, the shortest Fe-
N(NO) distance is observed for the model C, confirming the
strengthening of back-bonding for this complex. On the other
hand, the spin population on the NO rises considerably for
model B where the Tyr10 does not form a hydrogen bond with
the NO. This implies that hydrogen bonds to the O(NO) and
N(NO) have a different influence on the electron and spin
distribution in the complex as reported by Xu et al.70 They have
shown that H-bonding to O pulls electrons into the FeNO π*
orbital, thus strengthening the Fe-N bond while weakening the
N-O bond. By contrast, H-bonding to N withdraws bonding
electrons from both the Fe-N and the N-O bonds into a
(partial sp2) N-based nonbonding orbital. Hence, both bonds are
weakened by this interaction. This effect is manifested in the
lengthening of the Fe-N and the N-O bonds in model A
relative to B.

’CALCULATED EPR PARAMETERS

g-Tensor. The calculated g-values, listed in Table 3, are in
reasonable agreement with the experimental values, except for
gmax (gxx), which is too low for all three computational models.
The underestimation of the gmax is commonly found in DFT

Figure 6. The SOMO orbital (a) and the spin density (b) of model A.
(The water molecules are not shown.) Both the SOMO orbital and the
spin density were calculated under the same level of theory as the EPR
parameters.

Table 1. Geometric Parameters (Å and deg) of Models A, B, and Ca

Fe-NNO N-ONO Fe-Nheme Fe-NHis182

model A 1.746 1.195 2.044-2.100 2.100

model B 1.741 1.189 2.010-2.076 2.110

model C 1.733 1.203 2.002-2.086 2.089

exp 1.803 1.153 2.052-2.085 2.039

Fe-N-O ONO-HHis369 NNO-HTyr10 ONO-HTyr10 ONO-H2O

model A 137.8 2.489 2.025 2.555 2.269

model B 138.6 2.754 2.642 1.967

model C 138.7 2.340 1.980 2.524 2.054

exp 139.9 2.597 (toNHis369) 5.0 (toOTyr10) 4.2 (to OTyr10) 3.310
aThe values in the “exp” line correspond to the crystal structure of WT-NO (1nno).7

Table 2. Binding Energies (kcal/mol) and Spin Population
on Fe, N(NO), and O(NO)a

Mulliken analysis Loewdin analysis

model

binding

energies Fe N(NO) O(NO) Fe N(NO) O(NO)

model A 13 0.654 0.192 0.137 0.617 0.204 0.144

model B 10 0.553 0.301 0.128 0.541 0.280 0.146

model C 15 0.658 0.197 0.124 0.624 0.206 0.132
aCalculations were performed using the B3LYP functional for
bonding energies, and the PBE functional for spin populations.
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g-tensor calculations on iron nitrosyl and is attributed to the
limitations of the density functionals in predicting magnetic
response properties. In particular, the excitation energies, calcu-
lated using DFT, enter implicitly in g values calculation and are
usually not highly accurate and hence often cause errors in the
computed g-tensors.71,72 Model B has lower gmin and gmid values,
which may reflect the decrease of spin density on the Fe as a
consequence of the removal of the H-bond of Tyr10. The
principal direction of the g-tensor is related to the NO geometry,
with the orientation of gyy (gmin) approximately along the NO
bond (13�, 9�, and 19� off for models A, B, and C, respectively),
gzz (gmid) is perpendicular to it (in the plane of the Fe-NOunit),
and gxx (gmax) is perpendicular to these two and 6�, 0�, and 3� off
the heme plane for models A, B, and C, respectively, pointing
toward the meso-carbon (see Figure 7). This orientation of the
g-tensor is similar to that obtained in our earlier calculations on
Mb-NO and has been confirmed experimentally.22

14N Hyperfine Couplings of NO and Proximal His182. The
calculated 14N hyperfine and nuclear quadrupole parameters of
the NO and of the coordinated 14N of the proximal His182 of
the three models are listed in Table 4. The most significant effect
is the increase in the 14N(NO) hyperfine interaction when the
Tyr10 H-bond is removed, due to the shift of spin density onto
the NO ligand. The values of models A and C are underestimated
and are overall similar to those calculated for Mb-NO.22 In
model B, they are overestimated. The principal axis system of
the 14N(NO) hyperfine tensor is collinear with that of g. The
calculated 14N(His182) hyperfine coupling increases slightly
upon removal of the H-Nε(His369) proton, which induces the
removal of H-bond of Tyr10 as well. Consequently, the spin
population of 14N(His182) increases slightly as reflected in the
larger calculated hyperfine coupling of 14N(His182).
The experimental values, listed in Table 4, were determined

earlier by high field ENDOR and HYSCORE spectroscopy.61

The spectra of WT-NO and Y10F-NO were the same,
suggesting that removal of Tyr10 does not affect the spin density
of 14N(His182) and most probably also of the bonding properties
of the Fe-NHis bond. The calculated principal hyperfine com-
ponents of models A and C are underestimated as compared to

the experimental values, whereas those of B match the experi-
mental values better, except for Ayy. The principal values were
derived from earlier simulations. They were carried out under the
assumption that the orientation of the 14N hyperfine and quad-
rupole interactions, which are related to the Fe-NHis direction,
coincides with the orientation of g, where gzz (gmid) was assumed
to be along the Fe-N(O) direction.61 Our recent Mb-NO22

and current DFT calculations showed that this is not the case and
that gzz (gmid) is perpendicular to the NO direction (Figure 7).
This wrong relative orientation of g and A tensors (due to wrong
g orientation) led to an overestimated Ayy. Taking into account
the correct orientation (which is similar in all models), we
repeated the simulations of the HYSCORE and ENDOR spectra
(the experimental and simulated HYSCORE spectra are shown
in Figure S3, Supporting Information). The new values, (16.1,
16.3, 20.5)MHz,match those of model B in Table 4 and are close
to the values obtained for Mb-NO, A14N(His93) = (17.0, 17.3,
21.5)MHz.22 The difference only amounts to∼6%, even though
the heme structure and the residues in the distal side are quite
different. To fit the experimental values, the hyperfine coupling
values for model A would have to be increased by ∼15-18%.
Hyperfine Couplings of the Tyr10 and His369 Protons. The

calculated hyperfine and quadrupolar interactions of the
H-bonded protons of Tyr10 and His369 for models A, B, and C
are listed in Table 5. The larger spin density on the N(NO) as
compared to the O(NO) (see Table 3) makes ENDOR more
sensitive to H-bonds to the N(NO) because of their larger
resolved 1H hyperfine splitting. Remarkably, out of the three
residues in the distal part of the heme pocket, only the H-bonded
proton of Tyr10 gives rise to large hyperfine couplings in all
models. Simulations of the 1H Davies and 2H Mims ENDOR
spectra with the DFT parameters of models A and C (listed in
Table 5) resulted in splittings that were significantly larger than
those observed experimentally. When we reduced Axx, Ayy, and
Azz of Tyr10 OH of model A by a factor of 1.8 (see Table 5)
without changing the orientation and the quadrupolar interac-
tion parameters, a satisfactory fit was obtained for both the 1H
and the 2H ENDOR spectra, as shown in Figure 8a and b,
respectively. Simulations using the parameters of model C, also
with scaling of 1.8 for the hyperfine of Tyr10, gave a reasonable fit
(Figures S4 and S5, Supporting Information), although not as
good as for model A. In model B, one of the water protons has an
Azz value close to 8 MHz, which is close to the experimentally
observedAmax. Simulations using the calculated hyperfine param-
eters of this proton did not reproduce the line shape evolution of
the orientation selective spectra (Figures S4 and S5, Supporting
Information).
In all models, except for one water molecule in model B, the

calculated hyperfine couplings of the water molecules were
relatively small (see Tables S1-S3), and therefore they were
not included in the simulations. On the basis of the DFT
calculations, we assign the large couplings observed in WT-NO
to the H-bonded proton of Tyr10. We hypothesized that the
rather large scaling factor required to fit the DFT results to the
experimental spectra might originate from problems with the
crystal derived structure constraints on our model. To address
this question, a rigid scan of the N(NO)-H(O-Tyr10) distance
was conducted while keeping the relative orientations fixed. The
distance was increased in steps of 0.2 Å. The calculated principal
components of the hyperfine tensor as well as the spin popula-
tions on the iron and NO fragments are shown in the Supporting
Information, Figure S6. For a distance of 2.57 Å, the obtained

Table 3. DFT Calculated g-Values of the Three Models As
Compared To the Experimental Values

exp model A model B model C

gmax (gxx) 2.062 2.030 2.030 2.030

gmin (gyy) 1.960 1.983 1.969 1.984

gmid (gzz) 2.004 2.005 2.000 2.007

Figure 7. Orientation of the g-tensor as obtained from DFT calcula-
tions on the frozen structures originating from 1nir. Thewater molecules
are not shown.
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hyperfine values, A = (-3.5,-2.9, 8) MHz, are close to the
experimental values (A = (-4.2,-3.4, 7.7) MHz). This distance
would amount to a change of ∼0.5 Å in the N(NO)-H-
(O-Tyr10) distance. We do think that movements of this size

relative to the crystal structure may well take place and may help
to explain the apparent discrepancy between theoretical and
experimental values.
To summarize, of the three models A, B, and C, we do not find

a single model that best fits all of the relevant experimental

Table 4. DFT (PBE) Calculation of the Hyperfine (A) and Nuclear Quadrupole (e2Qq/h) Coupling Constants (MHz) of 14N of
the NO and Proximal His182 Ligand

a

exp model A model B model C

14N(NO)61

Axx, MHz 26.9 16.4 (14.6) 36.8 (34.8) 15.9 (15.3)

Ayy, MHz 33.5 20.9 (19.3) 39.0 (37.1) 20.9 (20.2)

Azz, MHz 64.5 55.0 (53.5) 82.7 (81.1) 55.5 (55.1)

aiso, MHz 41.6 30.8 (29.2) 52.9 (51.0) 30.8 (30.2)

(R, β, γ)A [90 119 11] [109 93 2] [86 59 343]

e2qQ/h, MHz -2.499 (-2.554) -2.437 (-2.486) -2.720 (-2.715)

η 0.848 (0.823) 0.921 (0.899) 0.733 (0.737)

(R, β, γ)Q [89 119 97] [110 94 92] [83 58 252]

14N(His182)

Axx, MHz 16.061(16.0)b 13.1 (13.1) 16.1 (16.0) 11.5 (11.6)

Ayy, MHz 19.561(16.3) 13.4 (13.3) 16.3 (16.3) 11.7 (11.8)

Azz, MHz 19.561(20.5) 17.2 (17.4) 20.4 (20.6) 15.4 (15.7)

aiso, MHz 18.361(17.6) 14.6 (14.6) 17.6 (17.7) 12.9 (13.1)

(R, β, γ)A [213 87 4] [49 90 352] [ 31 93 86]

e2qQ/h, MHz 2.6 -2.268 (-2.112) -2.347 (-2.209) -2.110 (-2.024)

η 0.597 (0.687) 0.555 (0.628) 0.701 (0.758)

(R, β, γ)Q [140 95 87] [54 90 266] [35 87 355]
aThe corresponding Euler angles (R, β, γ) (deg) relate the hyperfine and quadrupole tensor’s orientation with g (gmin, gmid, gmax). The values in
parentheses were calculated with inclusion of COSMO. bThe values obtained after using the correct g-orientation in the simulations.

Table 5. DFT (PBE) Calculation of Hyperfine (A) and
Nuclear Quadrupole (e2Qq/h) Coupling Constants (MHz) of
Protons of Tyr10 and His369, Which Are H-Bonded to the NO
Groupa

model A model B model C

1H/2H(Tyr10)

Axx, MHz -7.9 (-7.6) -3.1 (-3.1) -8.6 (-8.4)

Ayy, MHz -6.5 (-6.2) -1.9 (-1.9) -6.8 (-6.6)

Azz, MHz 13.6 (14.0) 4.3 (4.4) 14.6 (14.9)

aiso, MHz -0.3 (0.1) -0.2 (-0.2) -0.3 (0.0)

(R, β, γ)A [81 124 127] [77 106 300] [73 53 75]

e2qQ/h, MHz 0.249 (0.248) 0.166 (0.166) 0.241 (0.241)

η 0.12 (0.119) 0.175 (0.175) 0.124 (0.124)

(R, β, γ)Q [74 103 195] [0 53 348] [40 55 104]

1H/2H(His369)

Axx, MHz -2.4 (-2.4) -2.7 (-2.7)

Ayy, MHz -1.6 (-1.6) -1.6 (-1.6)

Azz, MHz 4.0 (4.0) 4.2 (4.2)

aiso, MHz 0.0 (0.0) 0.0 (0.0)

(R, β, γ)A [58 95 296] [42 71 50]

e2qQ/h, MHz 0.26 (0.258) 0.219 (0.221)

η 0.088 (0.087) 0.082 (0.085)

(R, β, γ)Q [21 85 107] [202 76 345]
aThe corresponding Euler angles (R, β, γ) (deg) relate the hyperfine
and quadrupole tensor’s orientation with respect to g (gmin, gmid,
gmax). The values in parentheses were calculated with COSMO.

Figure 8. Experimental (black) and simulated (magenta/blue) 1H
Davies ENDOR spectra (a) and 2H Mims ENDOR spectra (b) of
WT-NO. The simulations of the H-bonded proton of Tyr10 (magenta)
and His369 (blue) are shown individually. The parameters used for the
simulation are given in Table 5 for model A except the hyperfine
couplings of Tyr10 that were scaled down by a factor of 1.8.
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parameters: the principal values of g the hyperfine interaction of
14N(NO) and 14N(His182), and the 1H/2H ENDOR spectra.
Model B provides better agreement with the 14N(His182) data,
while in model A these hyperfine values were off by 15-18%. In
contrast, model A could reproduce the orientation selective
1H/2H ENDOR spectra reasonably well (better than model B)
after invoking a single scaling factor for the hyperfine coupling of
the exchangeable protons of Tyr10. The necessity of this scaling
factor may well have to do with problems with the crystal
structure derived constraints. For model B, it would be difficult
to account for the spectra of Y10F as His369 does not have a
proton to contribute to the spectum. Therefore, we chose model
A as the preferred model.
We have also checked the agreement between the geometri-

cally relaxed models A, B, and C originating from 1nir structure
and optimized without constraints (see Figure S7) and the
experimental data (see Tables S4-S7 and Figures S8, S9). The
behavior, in general, is similar to the frozenmodels (see Figures 8,
S4, and S5), and the 1H-O(Tyr10) in models A and C is close to
the NO. While the 14N(His182) hyperfine values remained
almost unchanged, the agreement of the calculated orientation
selective 1H/2H ENDOR spectra with the experimental ones was
inferior to the frozen structures because of changes in ligand
orientation that would be prevented by the protein backbone in
the real system.
Unlike the structures that originated from the oxidized en-

zyme, where His327 did not show any significant H-bonding to
the NO, in the relaxed structures that originated for the reduced
NO-bound structure (pdb 1nno) all three residues, His327,
His369, and Tyr10, depending on the histidines’ protonation
states, formed H-bonds with the NO (Figure S10). The EPR
parameters (see Tables S8-S11) obtained from the nine struc-
tures gave in general similar agreement to that observed in
models A-C for the 14N hyperfine couplings of NO and
His182 (these are summarized in Figure S11). Here too, proton-
ation of Nε of His369 permits forming of an H-bond between the
1H-O(Tyr10) and NO. Out of the nine models, we selected
those that gave the largest 1H hyperfine coupling, models 5 and 9,
and calculated the orientation selective 1H/2H ENDOR spectra
of all three residues, His327, His369, and Tyr10. These are
compared to the experimental spectra in Figures S12 and S13.
The agreement for model 5 is not satisfactory. Model 9 is rather
similar to model A in terms of the positions of distal residues with
respect to the NO. In this model, all nitrogens of His369 and
His327 are protonated, and His369 and Tyr10 form H-bonds
with the NO, both generating comparable significant hyperfine
couplings. The main difference relative to model A is the
longer distance of the 1H-O(Tyr10) to the N(NO) and a closer
distance to the O(NO) in model 9. Here, the magnitude
of the hyperfine couplings is close to the experimental
values, but the line shape evolution of the orientation selective
spectra is not well reproduced and is inferior to model A.
Interestingly, in this model, the 14N(His182) hyperfine couplings
are also underestimated as compared to the experiment
(by ∼10%).

’DISCUSSION

In this work, we focused on the identification and character-
ization of the H-bonds formed by amino acid residues in the
distal pocket of the reduced d1-heme with the NO ligand in
WT-NO and two mutants, Y10F-NO and dHis-NO, in

frozen solutions. The protonation state of the histidines is
unknown because the resolution of the X-ray determined struc-
ture of WT-NO is too low to allocate the position of the
protons. We have used W-band ENDOR to detect the H-bonds
and carried out detailed DFT calculations on structures with
various possible protonation states of the distal histidines to
interpret the experimental results and related them to structure.
These revealed a correlation between the histidines’ protonation
states: the position of the residues and the H-bonds to the NO.
The calculations also highlighted expected conformational
changes upon variations in the H-bond network that were in
line with the experimental observations found in the mutants.
The DFT calculations showed that for the structure that agrees
best with the experimental results (model A), the conserved
His327 residue has no H-bonds to the NO. It was, however,
previously shown to play an important role in catalysis.10,16 A
possible explanation of this finding can be that His327 maintains a
positive charge in the active site, which in turn helps to guide
negatively charged substrates like nitrite to the active center. In
WT-NO (pH = 7.0), we identified two H-bonds to the NO
group; one is from the OH of Tyr10, and the other is from the
protonated Nε of His369. This is in contrast to the crystal
structure of WT-NO, which shows that upon reduction and
NO binding the Tyr10 is removed from the close vicinity of the
iron and is too far to form an H-bond with the NO.7

The experimental results on WT-NO and its mutants,
together with the DFT calculations, indicate that the H-bond
network is dynamic. Comparison of the 1H Davies ENDOR
spectra of WT-NO and Y10F-NO clearly reveals a disappear-
ance of signals and appearance of new ones (see Figure 3).
Because in Y10F Tyr is removed, we assigned the disappearing
signals in WT-NO to the H(OH) of Tyr10 and the new signals
in the Y10F-NO ENDOR spectra to an H-bond of the
exchangeable proton of His369. From the analysis of the ENDOR
spectra and the DFT results, we suggest a cooperative behavior
for Tyr10 and His369. The H-bond formed between the proto-
nated Nε of His369 to O(NO) allows positioning Tyr10 next to
the NO. Upon mutation of the Tyr10 to Phe, His369 becomes
closer to the NO, yielding a larger 1H hyperfine splitting for the
H-bonded proton. Unlike Y10F-NO, a distinct substantial
hyperfine coupling corresponding to a proton H-bonded to the
NO has not been observed for the dHis mutant. This suggests
that in this mutant, the Tyr10 is displaced such that it cannot form
an H-bond with the N(NO). The total width of the spectrum,
however, suggests that there may be a water molecule (or more)
coordinated to the NO ligand.

Figure 9 summarizes the dynamic H-bonding network and
conformational changes caused by mutations based on the EPR
experimental data and the DFT calculations. It is clear that a
change in one of the residues within the d1-heme active site does
affect the strength and position of the H-bonds formed by the
other residues. In fact, in Y10F-NO, His369 moves closer to the
NO, and its hydrogen bond becomes shorter, whereas mutation
of both distal histidines displaces Tyr10 removing its H-bond.
Accordingly, one may speculate that any event that changes the
location or protonation state of one residue is likely to affect the
whole active site structure. Moreover, the DFT calculations of
the bonding energies, charge, and spin distributions suggest that
the hydrogen-bond network of the active site may play some
role in the product release. As discussed at length previously, the
low-spin {FeNO}7 complexes are known to be very stable, and
thus the NO release should be very slow if it occurs from the
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Fe(II) state. Nevertheless, a recent kinetic investigation of
Rinaldo et al.10 has shown that NO dissociates from the reduced
d1-heme considerably faster than from other hemes.

The electronic effects that are responsible for the stability of
the ferrous-nitroso complexes are the back bonding between
the ferrous iron and the NO adduct, the number and strength of
the H-bonds in the active site, and the spatial conformation of the
NO on the porphyrine plane. The latter is naturally affected by
the structure of the heme itself. Here, we consider the contribu-
tion of two first effects that are strongly influenced by H-bonding
to protein residues, thereby focusing on the effects of the protein
and not on the contribution of unique d1 heme, which is probably
very significant. In the initial step of the reduction process, the
substrate attraction and activation stage, the active site histidines
are assumed to be protonated to create a positive electrostatic
potential responsible for the negatively chargedNO2

- attraction.
After the substrate binding, reduction proceeds through cleavage
of one of the N-O bonds and the formation of a water molecule,
converting ferrous-nitrite complex to the {FeNO}6 adduct
(iron is in ferric state). The source of protons for the formed
water molecule is most probably His369 and His327. At this stage,
the NO can be released from the Fe(III) state not forming
the stable {FeNO}.7 However, in the case that there is an
electron transfer from the educed c heme to the d1 heme before
the NO release, the stable Fe{NO}7 complex forms. Therefore, if
Nε-His369 remains deprotonated and Tyr10 is not H-bonded
(model B), NO release may be facilitated by the small number
of H-bonds. Alternatively, if the Nε His369 does reprotonate
fast (models A and C that fit the experimental results) and
forms an H-bond to the O(NO), which stabilize the Fe(II)-NO
bond, this stabilization is counter acted by the H-bond of
the Tyr10 with the N(NO). The latter populates the (partial
sp2) N-based nonbonding orbital, thus weakening the
Fe-N(NO) bond, and this in turn should facilitate NO
release.

To summarize, we point out that a highly mobile and flexible
H-bonding network at the active site is needed for accomplish-
ing the effective reduction process. The positively charged
histidines attract the substrate, donate protons, thereby cleav-
ing one N-O bond in NO2

-, and work in concert with Tyr10,
which, in the case of a quick reduction of the metal prior to NO
release, forms H-bond to N(NO), lowering the amount of back-
donation from the Fe(II). Hence, we suggest that the role of
Tyr10 can be considered as a measure against the formation
of a too stable Fe{NO}7 product by facilitating NO release.
However, because Y10F was reported to be active,17 this route

is considered as the less favorable one and NO release probably
does occur primarily through the Fe{NO}6 state. Alternatively,
in the absence of Tyr10, the role of its H-bond may be played by
His327, as we see a rearrangement in the H-bonding upon the
Y10F mutation. To corroborate the suggested role of Try10, the
NO release rates from Y10F-NO and WT from Pseudomonas
stutzeri, which does not have an equivalent of Tyr10, should be
measured.

Another interesting observation of this work is the rather
insensitivity of the hyperfine coupling of the 14N of the axial
ligand and the NO to variation in the H-bond network to the NO
at the distal pocket. Even more surprising is the similarity to
Mb-NO (within ∼6%), which has a different heme altogether
and only one H-bond to the NO. Finally, both Y10F-NO and
dHis-NO were found to exhibit weak interactions with distant
water molecules, suggesting some opening of the pocket as
compared to the WT. This observation implies that the con-
formational changes observed in the crystal structure of the single
mutants (H327A and H369A), involving the c-heme domain
relocation and opening of the distal pocket, are likely to take
place also in solution. On the other hand, in the WT enzyme, all
available data suggest that the active site is more “closed” to
solvent.

’CONCLUSIONS

In this work, we have once more demonstrated the value of
high field ENDOR combined with DFT calculations for the
characterization of H-bonds and highlighted the important role
of DFT in assigning and interpreting ENDOR spectra in terms of
structural details for complicated systems. We have shown that
the NO in the nitrosyl d1-heme complex of cd1 NIR forms
H-bonds with Tyr10 and His369 that affect the stabilization of the
NO complex. The second conserved His327 appears to be less
involved in NO stabilization by H-bonding. This is in contrast to
the WT-NO crystal structure where Tyr10 is not at an H-bond
distance from the NO. We have also observed a larger solvent
accessibility to the distal pocket in the mutants as compared to
the WT. Finally, it is clear from this work that the H-bonding
network within the active site is dynamic and that a change in one
of the residues does affect the strength and position of the
H-bonds formed by the other ones. In the Y10F mutant, His369
moves closer to the NO, and its hydrogen bond is shorter,
whereas mutation of both distal histidines displaces Tyr10,
removing its H-bond.

Figure 9. Proposed conformational changes in the distal pocket of the d1-NO complex caused by mutation. The dashed lines correspond to the
H-bonds. When it is not known whether the bond is with O(NO) or N(NO), we mark it midway.
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